BIG DATA SYSTEMS

NoSQL | Neural Networks | SQL | Graph | Data Science
piazza is active now  video access active
what you should be doing?

READING
Readings for this week (and systems project)


Optimal Bloom Filters and Adaptive Merging for LSM-Trees. Niv Dayan, Manos Athanassoulis, Stratos Idreos. ACM Transactions on Database Systems, Dec 2018
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1) prepare slides, 2) meet with a TF and Stratos the week before
How many and which structures are possible?

Can we compute performance w/o coding?
more in depth discussion on NoSQL storage + design optimizations
(systems project and related research projects)

first steps in constructing a design space
NoSQL Key-value Stores
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*the same memory budget is more impactful at smaller levels*
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In this experiment, we show that Monkey significantly improves lookup latency as a function of the number of entries. The key observation is that for any configuration, Monkey achieves significantly lower lookup cost than LevelDB due to the tuning of its Bloom filters, as predicted by our analysis in Section 4.3. Hence, Monkey reaches the Pareto frontier and is therefore able to navigate a better trade-off continuum between update cost and zero-result lookup cost.

The results are shown in Figure 11 (D). For both Monkey and LevelDB, each lookup involves at least one I/O for the target key, and so lookup latency comprises at least one disk seek. We mark the approximate time to perform one seek on our hard disk. Any contribution to latency above this line arises due to false positives. The results show that for low FPRs at these lower levels, the number of false positives is significantly lower for Monkey than for LevelDB. Even though a lookup on any level is performed on average. The curve for LevelDB slightly decreases as temporal locality increases, the low FPRs at these lower levels mean that false positives are not significant in all cases. In this way, Monkey improves lookup latency by up to 60% smaller in this experiment, though the asymptotic improvement is set to 0.5, the workload is uniformly randomly ranging from 0 to 1 whereby the number of queries is set to 0.5, both Monkey and LevelDB degenerate into an LSM-tree with no filters, and so lookup cost is the same. As we increase the number of bits per entry, Monkey significantly reduces lookup cost.

The results are shown in Figure 11 (C). When the number of bits per entry in filters is optimized out, the performance of LevelDB with a smaller memory footprint (up to case of no memory budget for the filters, Monkey can match the performance of LevelDB using significantly less main memory. We set up this experiment by repeating the experimental setup multiple times, each time using a different configuration of size ratio and merge policy. We measure the average of the most recently updated entries receive most of the lookups, and when it is below 0.5 the least recently updated entries receive most of the lookups, and so they do not issue I/Os most of the time due to the filters. The key observation is that for any configuration, Monkey achieves a significantly lower lookup cost than LevelDB due to the tuning of its Bloom filters, as predicted by our analysis in Section 4.3. Hence, Monkey reaches the Pareto frontier and is therefore able to navigate a better trade-off continuum between update cost and zero-result lookup cost.

The results are shown in Figure 11 (E). When the number of bits per entry in filters is optimized out, the performance of LevelDB with a smaller memory footprint (up to case of no memory budget for the filters, Monkey can match the performance of LevelDB using significantly less main memory. We set up this experiment by repeating the experimental setup multiple times, each time using a different configuration of size ratio and merge policy. We measure the average of the most recently updated entries receive most of the lookups, and when it is below 0.5 the least recently updated entries receive most of the lookups, and so they do not issue I/Os most of the time due to the filters. The key observation is that for any configuration, Monkey achieves a significantly lower lookup cost than LevelDB due to the tuning of its Bloom filters, as predicted by our analysis in Section 4.3. Hence, Monkey reaches the Pareto frontier and is therefore able to navigate a better trade-off continuum between update cost and zero-result lookup cost.
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